
Computational Aesthetics in Graphics, Visualization, and Imaging (2007)
D. W. Cunningham, G. Meyer, L. Neumann (Editors)

An Information-Theoretic Ambient Occlusion

Francisco González, Mateu Sbert, and Miquel Feixas

Institut d’Informàtica i Aplicacions, Universitat de Girona, Spain

Abstract

Ambient occlusion is a powerful technique that mimics indirect global illumination at a fraction of the cost. In
this paper, we introduce a new ambient occlusion technique based on information-theoretic concepts. A viewpoint
quality measure is first defined using the concept of mutual information of the channel formed between a set of
viewpoints and the polygons of an object. By reversing this channel we can speak of the mutual information of a
polygon with respect to all viewpoints. From this polygonal information we represent a kind of ambient occlusion,
which is dependent on the importance assigned to each viewpoint and helps to enhance features such as salient
parts. Further, the assignation of color to each viewpoint combined with the polygonal information produces a
nice visualization of the object. Examples are given with coloroid palettes and non-photorealistic rendering.

Categories and Subject Descriptors (according to ACM CCS): I.3.3 [Computing Methodologies]: Computer Graph-
icsPicture/Image Generation;

1. Introduction

Ambient occlusion is a family of techniques that allow to im-
itate the indirect illumination part of global illumination with
a very cheap cost. Obscurances [ZIK98] was the first of such
techniques, introduced in the context of computer games for
fast editing purposes and then used in production rendering.
Indirect illumination is decoupled from direct one, and some
additional features include for instance color bleeding for
further realism [MSC03].

In this paper we define a new ambient occlusion technique
based on a viewpoint information-theoretic framework. In
this approach, each polygon of an object shares information
with the set of visible viewpoints. This shared (or mutual)
information is a descriptor of the quality of that visibility
and provides a natural ambient occlusion value.

In computer graphics, several viewpoint quality
measures have been applied in areas such as scene
understanding [PB96, VFSH01, PPB∗05], scene ex-
ploration [AVF04, SPT06], and volume visualiza-
tion [BS05, TFTN05, VFSG06, JS06]. In [FSG07], a
new viewpoint quality measure based on mutual infor-
mation has been introduced from an information channel
constructed between the set of viewpoints and the polygons
of the object (Section 2). This measure has also been applied

to select the best views in volume visualization [VFSG06].
In this paper, from the reversion of the viewpoint channel,
the information associated with each polygon, which we
call polygonal mutual information, is defined and used
to obtain a kind of ambient occlusion (Section 3). Then,
we show how the importance assigned to each viewpoint
helps us to enhance characteristics such as the most salient
parts and how the polygonal mutual information can be
combined with the color assigned to each viewpoint to
produce non-photorealistic visualizations (Section 4).

2. Background and Related Work

In this section we review some basic concepts of information
theory, viewpoint selection and ambient occlusion.

2.1. Information-Theoretic Concepts

Let X be a finite set, let X be a random variable taking val-
ues x in X with distribution p(x) = Pr[X = x]. Likewise,
let Y be a random variable taking values y in Y . An infor-
mation channel between two random variables (input X and
output Y ) is characterized by a probability transition matrix
(conditional probabilities) which determines the output dis-
tribution given the input. The Shannon entropy H(X) of a
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(a) Sphere of viewpoints of an object. (b) Probability distributions of channel V → O.

Figure 1: Viewpoint information channel.

random variable X is defined by

H(X) =− ∑
x∈X

p(x) log p(x). (1)

All logarithms are base 2 and entropy is expressed in bits.
The convention that 0 log0 = 0 is used. The conditional en-
tropy is defined by

H(Y |X) =− ∑
x∈X

p(x) ∑
y∈Y

p(y|x) log p(y|x), (2)

where p(y|x) = Pr[Y = y|X = x] is the conditional probabil-
ity. The conditional entropy H(Y |X) measures the average
uncertainty associated with Y if we know the outcome of X .

The mutual information (MI) between X and Y is defined
by

I(X ,Y ) = H(X)−H(X |Y )

= ∑
x∈X

p(x) ∑
y∈Y

p(y|x) log
p(y|x)
p(y)

. (3)

It is a measure of the shared information between X and Y .
It can be seen that I(X ,Y ) = I(Y,X)≥ 0.

2.2. Viewpoint Channel

Best view selection algorithms have been applied to
computer graphics domains, such as scene understanding
and virtual exploration [PB96, VFSH01, AVF04, SPFG05,
SPT06], molecular visualization [VFSL06], scene compo-
sition [GRMS01], volume visualization [BS05, TFTN05,
LME06, VFSG06, JS06], and mesh saliency [LVJ05].

To select the most representative or relevant views of an
object, a viewpoint quality measure, the viewpoint mutual in-
formation, was defined [FSG07] from an information chan-
nel V → O between the random variables V (input) and O
(output), which represent, respectively, a set of viewpoints
and the set of polygons of an object (see Figure 1(a)). View-
points are indexed by v and polygons by o. Throughout this
paper, the capital letters V and O as arguments of p() are
used to denote probability distributions. For instance, while

p(v) denotes the probability of a single viewpoint v, p(V )
denotes the input distribution of the set of viewpoints.

This information channel is characterized by a probabil-
ity transition matrix (conditional probability matrix) which
determines the output distribution given the input (see Fig-
ure 1(b)):

• Input distribution p(V ) represents the probability of se-
lecting a viewpoint. As we will mention below, p(v) can
be interpreted as the importance of viewpoint v. In our ex-
periments, p(V ) is obtained from the normalization of the
projected area of the object over each viewpoint.

• Conditional probability p(o|v) = ao
at

is given by the nor-
malized projected area of polygon o over the sphere of
directions centered at viewpoint v. Conditional probabili-
ties fulfil that ∑o∈O p(o|v) = 1.

• From p(V ) and p(o|V ), the output distribution p(O) is
given by

p(o) = ∑
v∈V

p(v)p(o|v), (4)

which is the average projected area of each polygon.

From (3), mutual information between V and O, that ex-
presses the degree of dependence or correlation between a
set of viewpoints and the object, is given by

I(V,O) = ∑
v∈V

p(v) ∑
o∈O

p(o|v) log
p(o|v)
p(o)

= ∑
v∈V

p(v)I(v,O), (5)

where we define

I(v,O) = ∑
o∈O

p(o|v) log
p(o|v)
p(o)

(6)

as the viewpoint mutual information (VMI), which gives us
the quality of viewpoint v and measures the degree of de-
pendence between the viewpoint v and the set of polygons.
In our framework, the best viewpoint is defined as the one
that has minimum VMI. High values of the measure mean
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a high dependence between viewpoint v and the object, in-
dicating a highly coupled view (for instance, between the
viewpoint and a small number of polygons with low average
visibility). On the other hand, low values correspond to more
representative or relevant views, showing the maximum pos-
sible number of polygons in a balanced way. In [VFSG06],
it has been shown that one of the main properties of VMI
is its robustness to deal with any type of discretisation or
resolution of a volume dataset. The same advantage can be
observed for polygonal data [SPFG05, FSG07].

2.3. Ambient Occlusion

Ambient occlusion [Lan02,Chr02] is a simplified version of
the obscurances illumination model [ZIK98, IKSZ03]. Ob-
scurances decouple direct and indirect illumination and were
first introduced in the videogame context as a technique to
allow fast editing of indirect illumination. The high qual-
ity of shadowing obtained made them later to be included
in production replacing radiosity. In the obscurances model,
obscurance W is given by

W (x) =
1
π

Z

Ω
ρ(d(x,ω))cosθdω, (7)

where ρ is a function of the distance d(x,ω) of the first inter-
section of a ray shot from x with direction ω, x is a surface
point, θ is the angle between the normal vector at x and di-
rection ω, and the integration is over the hemisphere oriented
according to the surface normal.

Ambient occlusion

A(x) =
1
π

Z

Ω
V (x,ω)cosθdω, (8)

substitutes the ρ function in the obscurances (formula 7) by
the visibility function V (w,x) that has value zero when no
geometry is visible in direction ω and one otherwise.

Méndez et al. [MSC03] introduced color bleeding, up-
dated the obscurances dynamically in the presence of mov-
ing objects and dealt with the problem of important sec-
ondary reflectors. Later in [MSC∗06] obscurances were
computed in the GPU using the depth-peeling technique.
Sattler et al. [SSZK04] compute the visibility from the ver-
tices of the object to the vertices of an hemispherical mesh
using the GPU. They also utilize the coherence in the vis-
ibility function to achieve interactive frame rates with de-
formable objects with illumination coming from point light
sources at the vertices of the hemisphere. Bunnell [Bun05]
approximates the mesh triangles of the scene using disks,
and combines the occlusion of multiple disks heuristically.
The visibility is approximated by an iterative algorithm.
Kontkanen and Laine [KL05] precompute an ambient occlu-
sion field around each rigid object. Recently, Kontkanen and
Aila [KA06] apply ambient occlusion to animated characters
by blending the textures obtained for the different positions
of the character.

3. Information-Theoretic Ambient Occlusion

As we have seen in Section 2.2, the information associated
with each viewpoint (VMI) is obtained from the definition of
the channel between the sphere of viewpoints and the poly-
gons of the object. Now, the information associated with a
polygon will be defined from the reversed channel O → V ,
so that O is now the input and V the output (see Figure 2).
Note that MI is invariant to the reversion of the channel since
I(V,O) = I(O,V ).

Figure 2: Probability distributions of channel O → V , ele-
ments of matrix I(O,V ) and color distribution c(V ) assigned
to the viewpoint sphere.

From the Bayes theorem p(v,o) = p(v)p(o|v) =
p(o)p(v|o), the mutual information (5) can be rewritten as

I(O,V ) = ∑
o∈O

p(o) ∑
v∈V

p(v|o) log
p(v|o)
p(v)

= ∑
o∈O

p(o) ∑
v∈V

I(o,v)

= ∑
o∈O

p(o)I(o,V ), (9)

where I(o,v) = p(v|o) log p(v|o)
p(v) is a matrix element of MI

and we define

I(o,V ) = ∑
v∈V

p(v|o) log
p(v|o)
p(v)

(10)

as the polygonal mutual information (PMI), which repre-
sents the degree of correlation between the polygon o and
the set of viewpoints, and can be interpreted as the infor-
mation associated with polygon o. Analogous to VMI, low
values of PMI correspond to polygons that ’see’ the maxi-
mum number of viewpoints in a balanced way. The opposite
happens for high values.

To compute PMI, we have estimated p(o|v) from the pro-
jection of the visible polygons of the object on the screen.
Before projection, a different color is assigned to each poly-
gon. The number of pixels with a given color divided by the
total number of pixels projected by the object or scene gives
us the relative area of the polygon represented by this color.
In our experiments, all the objects are centered in a sphere
of 642 viewpoints and the camera is looking at the center of
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(a.i) (b.i) (c.i) (d.i)

(a.ii) (b.ii) (c.ii) (d.ii)

(a.iii) (b.iii) (c.iii) (d.iii)

(a.iv) (b.iv) (c.iv) (d.iv)

Figure 3: (i) Wireframe models. (ii) Polygonal mutual information maps. (iii) Values from (ii) interpolated at the vertices. (iv)
Ambient occlusion maps.

Figure 4: Different frames of an animation using ambient occlusion (left) and our method (right).

Figure 5: Composition of our information-theoretic ambient occlusion and the textures of the Ogre (left) and tree models (right).
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Figure 6: Snapshots of an animation showing the use of our ambient occlusion technique on trees.

this sphere. Using formula (4) and the Bayes theorem, p(O)
and p(V |o) can be obtained from both p(V ) and p(O|v).

In Figures 3(ii-iii) we show the information maps corre-
sponding to the models shown in Figure 3(i). To obtain these
images, the PMI of all polygons has been normalized be-
tween 0 and 1 and subtracted from 1, because low values
of PMI, represented in the grey-map by values near 1, cor-
respond to non-occluded or visible (from many viewpoints)
polygons, while high values of PMI, represented in the grey-
map by values near 0, correspond to occluded polygons.
In Figure 3(ii) we show the polygonal information values
computed from the center of each polygon, while in Fig-
ure 3(iii) these values have been linearly interpolated at the
vertexes of the polygons. From now on, all images presented
are obtained from the interpolated values at the vertexes. In
Figure 3(iv) we show the results of applying classic ambi-
ent occlusion. Observe that the information maps look as
an ambient occlusion or obscurance map (see Section 2.3).
In [SSZK04], a similar approach was used to compute am-
bient occlusion. A matrix Mi j is computed as nil j , where ni
is the normal to the vertex of the object and l j is the direc-
tion of a virtual light source placed at a bounding sphere. A
number of virtual light sources is used to approximate ambi-
ent lighting. The final contribution to the vertex i is given by
the sum for all visible light sources of Mi jI j , where I j is the
intensity of the source.

In Figures 3 and 4 we can observe our technique com-
pared with classic ambient occlusion. In the latter case, there
is only a discrete set of possible values, since it is computed
as a proportion of hits. On the other hand, the darker rim of
the cup and the darker small spherical bumps of the Lady
of Elche garments in our mthod are due to the insufficient
resolution when the small triangles are projected. The mod-
els used in our examples come from Nvidia dynamic ambi-
ent occlusion demo (Figure 3(a)), Xfrog public plants (Fig-
ure 3(c)) and De Espona 3D encyclopedia (Figure 3(b), Fig-
ure 3(d) and Figure 10).

In Figures 5 and 6 we show several examples of the use
of polygonal information as ambient occlusion, where this is
added to a textured model.

4. Applications

As we have shown above, our polygonal mutual information
can be used as an ambient occlusion technique. In this sec-
tion, PMI is also extended to enhance the most important
viewpoints or to reflect the color of the environment, a sort
of color bleeding. Both extensions are explained below.

Viewpoint Importance

From (10), importance can be introduced into the viewpoint
space by modifying the input distribution p(V ) according to
the importance we want to assign to each viewpoint. The
polygonal information will be modified accordingly. The ef-
fect can be observed in Figure 7. For the two models shown,
the range of images go from assigning almost all importance
to the best viewpoint in the first image, to assign equal im-
portance to the two best viewpoints in the second image, till
assigning equal importance to the best 4 points in the fourth
image. Last image is obtained assigning equal importance to
all viewpoints in the sphere. For each model, in the upper
row we have considered the viewpoints obtained from the
best view selection algorithm presented in [FSG07], while
in the lower row the best viewpoints have been selected us-
ing the same algorithm driven by the saliency of polygons
(see also [FSG07]). Observe the improvement of the images
obtained when the most important viewpoints are the most
salient ones.

Relighting for Non-Photorealistic Rendering

Color ambient occlusion is obtained from the scalar product
of a matrix row of I(O,V ) and the complementary of a color
vector c(V ):

Iα(o,V ) = ∑
v∈V

I(o,v)(1− cα(v)), (11)

where α stands for each color channel, cα(v) is the normal-
ized vector for channel α and I(o,v) is a matrix element of
I(O,V ) (see Figure 2). After computing the polygonal mu-
tual information for each channel, the final color ambient
occlusion is given by the combination of the channels.

We can get a color vector by warping a color texture to
the sphere of viewpoints. In this way, a color is assigned to
each viewpoint (see Figure 8). In Figure 9 and 10 we show
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(i)

(ii)

Figure 7: Effect of assigning importance to the best viewpoint (first left image), plus second best (second left image), plus third
best (third left image), plus fourth best (fourth best image) for the cup (i) and Lady of Elche models (ii). Upper row viewpoints
are selected according to geometry, in lower row according to saliency. Last image (both upper and lower row) corresponds to
equal importance for all the viewpoints of the sphere.

Figure 8: The result of warping a color texture to the view-
point sphere for computing the color ambient occlusion
model.

the combination of this kind of relighting technique with an
NPR technique [LMHB00, Lak01], where the several color
palettes used are Coloroid ones [Nem80]. Observe the nice
effects obtained by this combination of techniques.

5. Conclusions and Future Research

In this paper we have presented a new information-theoretic
approach to ambient occlusion. Our technique is based on
reversing the information channel between viewpoints and
polygons of an object and computing the mutual information
associated with each polygon. For model enhancement, the
important viewpoints can modulate the obtained ambient oc-
clusion values, and a relighting technique is shown in com-
bination with an NPR technique. The effectiveness of this
technique is demonstrated by the quality of the results ob-
tained. Further research will be addressed to investigate the
quality of the ambient occlusion obtained with generalized
Tsallis-Havrda-Charvat mutual information and to obtain a
GPU implementation of our technique.

Acknowledgments

This project has been funded in part with grant numbers
TIN2004-07451-C03-01 of the Spanish Government and
IST-2-004363 (GameTools: Advanced Tools for Developing
Highly Realistic Computer Games) from the VIth European
Framework.

c© The Eurographics Association 2007.



F. González, M. Sbert, and M. Feixas / An Information-Theoretic Ambient Occlusion

Figure 9: Combination of information-theoretic ambient occlusion with a non-photorealistic technique using Coloroid color
palettes (right).

Figure 10: Snapshots of an animation using our information-theoretic ambient occlusion and the first row Coloroid palette
shown in Figure 9, with a non-photorealistic technique on a boat model.
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